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Ceronas PDF — s10 ogun u3 Hambosee mONyasapHBIX (POPMATOB PACTPOCTPAHEHUS
TeYaTHO-OPUEHTUPOBAHHBIX TOKYMEHTOB B 31eKTpoHHOH cpee. PDF-1oxkyMmenTs: 1acto
SIBJIAFOTCA HEAHHOTHPOBAHHBIMU: CTPAHUIIBI MTPEJICTABAEHBI TOJIBKO HU3KOYPOBHEBBIMU
WHCTPYKIIMAMU PEHIEPUHTA TEKCTa W rPaduKy, OHW HEe COMPOBOXKIAIOTCS aHHOTAIMEH
CBOWX CTPYKTYPHBIX KOMIIOHEHTOB (3ar0JI0BKOB, ab3ares, TabJiuil 1 mp.). ABToMaTHIec-
KO€ BOCCTAHOBJIEHME TAKOW aHHOTAIMU MOKET 00ECIednTh JIOCTYIHOCTH CTPYKTYPHBIX
xoMroHeHTOB. llocsie/iHee BO3MOXKHO HpU PENIEHUN psifia 3aJad, OJHOU M3 KOTOPBIX
fABJISETC pacio3naBanue Tabui neannoTupoBanubix PDF-nokymenTos: obuapyxenue
I'PAHUI] UX CTPOK, CTOJIOIOB U SUYEEK.

B pabore mpenjioxen merox pacio3naBaHus Tadaun HeanHotuposanabix PDF-mo-
KYMEHTOB. B oTimdme 0T MMemnxcst aHaJI0TOB BIIEPEhIE O3HAYEHHAST 33198, PETTaeTCsT
Ha 6asze ucmoabzoBanusg PDF-coenndudnpix ¢BOMCTB: MOpsIAKa BBHIBOJA TEKCTA, IIO3M-
Wi TepeMeITeHns Tlepa U p. JTO MO3BOJMIO aIalTHPOBATE K TTOCTABJAEHHON 3a/1a9e
HEKOTODBIE W3BECTHBIE TOJXOIBI M METOJBI, U3HAYAIHLHO OPHEHTUPOBAHHBIE HA PACT-
poBbie m300paKkennsa n HePOPMATUPOBAHHBIN TEKCT, BKIIOUYAA ‘KIACTEPU3AIIIO CJIOB’,
obHapykeHne cTpoK rows first, cermenTanuio npobesbHONO MPOCTPAHCTBA U AHAJN3
KOMIIOHEHTOB CBA3HOCTU. Hpe}.‘[cTaBJ’[eHHbIe PeE3yabTAThl OLEHKHN ITPOU3BOAUTEIBHOCTN
MOKa3bIBAIOT 3D DEKTUBHOCTE PEIIeHni, PEATU3YIOINX JAHHBIH METOI.

Kmouesnie caosa: pacmosznaBanmne Tabnil, w3Baedenne TabauI, HeCTPYKTYPUPOBAH-
HbIE JIAHHBIE, JIOKYMEHTHBIE TabJIUIIbI, AHAUN3 KOMIIOHOBKH CTPAHMUIIBI JOKYMEHTA.

Humuposanue: Murapos A.O. Pacuosnasadue 1ab/un HeaHHOoTUpoBaHHbIX PDF-
JMOKYMEHTOB Ha OCHOBE ucto ib3osanud PDF-cienmudrannix cBoiicTs. Berancinrenbubie

rexuoorun. 2024; 29(6):125-146. DOI:10.25743 /1CT.2024.29.6.008.

BBenenue

KommaectBo PDF-m0oKymMenToB B MuUpe mCUnCAgeTcsS TpuLInoHamu, 1o omenke /JI. J[zkom-
cona, rinasel PDF-acconmarnun (https://pdfa.org/wp-content/uploads/2018/06/1330_
Johnson.pdf). Ouu npegHa3HAYEHB! I OJMHAKOBOTO OTOOpaykeHUsT HH(MOPMAIUT HA pa3-
JIMIHBIX YCTPOMCTBAX, HO He I ee PeTaKTUPOBAHUS, MOITOMY COJIEPXKUMOE HX CTPAHWUI]
HpeJICTAaBJICHO HU3KOYPOBHEBBIMH HHCTPYKIUAME PEHJIEePUHTa TeKcTa U rpacduknu. HecMorps
Ha TO, UTO coBpeMeHHasd Bepcus dpopmata PDF npexycmarpuBaeT BO3MOKHOCTH BKIIOUEHN
B PDF-nokymentsr annorannu (HTML-110106H0# pazMeTki) cCTpyKTYpPHBIX KOMIOHEHTOB HX
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crpaHuIl (3aroJoBKOB, ab3ares, Tabaul u mnp.), Maorue PDF-1okymMeHTHI ocTaroTcst HeaHHO-
tupoanHbiMHE |1, [2]. ABTOMaTHYecKOe BoccTaHOBIEHNE TAKON aHHOTAIINHE MOKeT 06eceIuTh
JIOCTYITHOCTDH CTPYKTYPHBIX KOMIIOHEHTOB B PA3JIMYHBIX HPUJIOKEHHUAX, TPEOYIOMUX HHICK-
calu’ U CTPYKTYPUPOBaHUS JTaHHBIX, IpeacTaBIeHHbIX B PDF-nokymenTtax. [locnennee Bo3-
MOXKHO IIPU PEILIEHUU Psijia 33124 aHa/in3a KOMIOHOBKYU cTpanul, PDF-j1okymenTos, ojuHoii
13 KOTOPBIX dBJISETCS Pacro3HaBaHue Tad/IUIl: oOHAapyKeHUe T'PAHUI] WX CTPOK, CTOJIOIOB
" SgYeeK.

B paccmarpuBaeMoM ciaydae 3ajada paclo3HaBaHus TabguIl (pOpMyIUpyeTcs CJIeayio-
muM obpa3zoM: mmeercsd mnedaTHo-opueHTupoBannblii PDF-gokymenT ¢ mamunoynraemMbiM
TEKCTOBBIM COJIEPYKUMBIM, TOTEHIHAIBHO COJEPIKAINIUI OJHY MM HECKOJIbKO TaOJIUIL; Tpe-
Oyercs u3BJedb U3 Hero (pU3UYECKYI0 CTPYKTYPY (T.e. sUeliKu ¢ OIpPeIeJTeHHBIMA TTO3MIHI-
MM B IIPOCTPAHCTBE CTPOK M CTOJIONOB, XapaKTEePUCTHKAMU (POPMATUPOBAHUSA, TEKCTOBBIM
U UHBIM COJEP:KUMBIM) KaXKJI0H W3 HUX. 3ajada BKJIIOYAET JIBe B3aMMOCBS3AHHBIE MO/3a-
Jlaun: obHapyzkenue Tad/ui u odHapyzKenue sgdeek. llepBas uz mux dopmysupyercs Kak
BBIJIEJICHUE TOW YaCTH UCTOYHHKA, KOTOPAS MPEICTABISAET €JIMHCTBEHHYIO TaOJIUILy U HUYETrO
Jgpyroro. Bropas cocrout B onpejie/ieHuN BCeX YacTell HCTOYHUKA, KOTOPbIE MPEICTaBISIOT
oTJeJbHbIe SUeiiKu oH0# Tabyuibl. KadecTBO pe3yIbTaroB NepBoOi M0A3a1a910 MOYKET OBIThH
VIIYUIIEHO 33 CYeT MOCJeIYIONIero PacIo3HABAHUS ee s4ueeK, U, HAIPOTHUB, IpeIBapUTeIb-
HOe ODHApy2KeHHe TAOJIUIL TO3BOJISET YJLYUIIUTh Pe3yJIbTarbl BTOPOil 1o/3a1a4u. Ha Bbixose
00ecreYynBaeTCsl BO3MOYKHOCTD IIPEJCTaBIeHUs (DU3NUECKON CTPYKTYPBl B PEIAKTHPYEMOM
dopmare (HTML, CSV nan mp.).

Metoanbl pacno3naBanus TaOIUI B MEYATHO-OPUEHTHPOBAHHBIX MCTOYHUKAX, TIPEICTAB-
JIGHHBIX B (pOpMATaX PACTPOBLIX U300pazKeHnuii, HepOPMATUPOBAHHOTO TEKCTA U SA3BIKOB OITH-
CaHWg CTPAHUI, AKTHBHO Pa3BUBAIOTCS TpH mocaeannx fAecsaruierus [3]. C 2013 1. mepuoan-
YeCKHU MPOBOJIATCS COPEBHOBAHUA MEZKJIY PeaTu3aluaMu TaKuX MeTo10B. Clie/lyeT OTMETHUTD,
YTO CaMble ITOCJeIHIE Pa3PAbOTKU IMOKA3BIBAIOT BRICOKOE KAUeCTBO PE3YIbTATOB PACIiO3HABA-
HUst TaOJIUI] HA YCTOSBIIUXCST COPEBHOBATEIBHBIX KoJLTeKIusx qanubix [CDAR 2013-2021 [4].
OpHako apyrue TecThl Mpou3BoanTeabHOCTH, BKI09as SCiTSR u TAIS, B mesom BeisgB/ISIIOT
HeZ0CTaTOIHY 0 3 GEKTUBHOCTD JocTynHbIX pernternii [5H7]. Takum obpasom, pacemarpuba-
eMas 3ajlada OCTaeTCd aKTYaJbHOH U B HAIIK JIHH.

B naunnoit pabore mnpejjiaraercs HOBbI MeTOJ paclO3HaBaHUs TaOJIUIl B HEAHHOTUPO-
BauHbIX PDF-10kyMmenTax. B otindue or umeronuxcsi aHAJIOTOB BIIEPBbIE TIPE/IaraeTcs pe-
MIATH O3HAYEHHYIO 3a/a4y Ha 6aze ucrob3oBanusg PDF-cnermuduyanbix cBoiicTB: mopsiika
BBIBOJIa TEKCTA, IO3UIHHA IepeMeIeHus mepa | Ip. DTO MO3BOJKIO AJaUTHPOBATL K IO-
CTaBJIEHHON 3aJaue HEKOTOPbIe M3BECTHLIE MOJXOIbl U METOJIbl aHAJIU3a KOMIIOHOBKH CTpa-
HUIL [1€YaTHO-OPUEHTUPOBAHHbBIX JIOKYMEHTOB, M3HAYAJIbHO IIPEeJHaA3HAaYeHHbIE JjId PabOThl
C PacTPOBLIMH HM300pazKeHUsAIMHU U HEePOPMATHPOBAHHBIM TEKCTOM, BKJIIOYas “KJIacTepu3a-
o cioB” T-Recs [§], oGnapyxkenune crpok rows first, cermenTanuio mpobeIbHOTO TPOCTPAH-
CTBa U aHAJN3 KOMIIOHEHTOB CBA3HOCTH. KpoMme TOro, OHO MO3BOJIUIO peaTn30BaTh METOJIH-
Ky buibTpanun KaHJIuIATHBIX CIYYaeB, HAIEJACHHYIO Ha VIVYIIeHHEe Ka4ecTBa Pe3y/IbTaToB
IpeICKA3aHug OTPAHMIUBAIONINX PaMOK Tabui BHyTpu crpanul] PDF-gokymenTos ¢ mo-
MOIIBIO MCKYCCTBEHHBIX HEHPOHHBLIX cerefl. B psje mammx nponmibix paboT 3TU METOAUKH
paccMaTpPUBAJNCH MO OTAEIBHOCTH, & UMeHHO: cerMenTarust crpanunsl |9, |10], pacnosnasa-
HIe OPPAHHYUBAIONIAX PAMOK TabJIHI Ha OCHOBE ComocTaBieHust cTpok [11] u obHapyKeHus
obbekToB |12, 13|, pacnosnaBanue cTpyKTYpbl TabJIHI] HA OCHOBE CEIMEHTAIMU TPOGETbHO-
ro MPOCTPAHCTBA U aHATHM3a KOMIOHEHTOB cBsi3HocTH [14]. /lanmas pabora mpeacTaBJsieT
UX CYMMapHO KaK MEeJOCTHYIO KOHKDETH3AIKIO IAroB npejaaraeMoro meroaa. Ocrapimasicst
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4acTh Hacrodnieil paboTbl Opranu30BaHa CJAEJAYIONMM 00pa30M: TPEJICTABIACTCA KPATKUii
0630p COBPEMEHHOTO COCTOSTHHUS MCCJIeOBAHUI paccMaTpuBaeMoii obiactu (pas. ; n3J1a-
raeTcs IpeJIIaraeMblii METOJI PEIeHns IOCTABIEHHON 3a1aun (pasji. ; TIPUBOJISTCST PE3YJ/Ib-
TATHI OIEHKH MPOW3BOIUTETHHOCTH PeIleHni, PeaJIu30BaHHBIX Ha OCHOBE IIPeJlJIaraeMoro Me-
TOJIa, & TAKyK€ X KOJMYECTBEHHOE M KaYeCTBEHHOE CPABHEHHE C UMEIONUMUCH aHAJIOraMu
(pazz. |3)); B 3akm0uenun ne1ar0TCst BBIBOJIBL.

1. CoBpeMeHHO€e COCTOSHHIE HCCJIeI0BAHMI

Meroapl pacnosHaBanus TAOJMI MOKHO Pa3/eJUTh HA HUCXOAsIIUE M BOcxoigdmme. Huc-
XOJSAIIUEA MOJX0, COCTOUT B TOM, UTO CIIEPBA BHINOJHACTCS 0OOHAPYKEHHE OTPAHUIUBAIOIIET
pPaMKHU HEKOTOPOI TabIUIBI BHYTPU CTPAHUIIBL JOKYMEHTA, & 3aTeM pa3Jie/eHue ee Ha CTPOKH,
CTOJIONBI ¥ Aveiiku. Bocxoadaimuii 1101x01, HAIPOTUB, IIPEIIOIAIAET, YTO CIePBa BbIIOTHAET-
¢l OOHApyZKeHHe OTIEIbHBIX fd9eeK, CTPOK U CTOJIOIOB HAIPAMYIO Ha CTPAHHIE JOKYMEHTA,
a 3aTeM yyKe OHU KOMOMHUDPYIOTCSH B TAOJ/IUILY.

V3BecTHbIE METOAbI OCHOBAHBI IMPEUMYIIECTBEHHO HA HUCXOAAIIEM MOXxoje. [loarasch
Ha Hasmawe pasrpadku, HeKoTopble u3 HuX |15, |16] pacmosnatoT smHeKH, OTAEIAIONTIHE
Tab/IAILy OT OCTAJIBLHOTO COJEP:KMMOIO CTPAHUIIBI JIOKYMEHTA, a TaKzKe pase/dioniue ee Ha
gueiiku. OnHako, B obmeM ciydae, pasrpadka MOKeT ObITh HENOJHOH WU BOBCE OTCYT-
CTBOBaTh. [103TOMY HpeIaraeTcst aHAIM3UPOBATL PA3MEIeHie TeKCTa U /U MpobeTbHOTO
npocrpancrsa. g sroro omuau Meronsr |15, [16] ucnoapsytor npaBmia aHaninsza BhIpaBHU-
BaHust OJOKOB Tekcra, a apyrue [17-19] npeanounraor X-Y Cut-aaropurwv [20], Koropsiit
CTPOUT HPOEKIHOHHbIE Ipoduin 6,10KOB TeKeTa Ha ocsax X u Y. Bocxozasiue MeToIbI MOXKHO
pas3ieuTh Ha JBe pynibl: oauu [21H26| cobuparor Tabauisl u3 ctoa6mos, apyrue [27-31] —
u3 cTpoK. B mepBoMm ciiydae crepBa coOUpaioTcst OJOKH TEKCTa Ha OCHOBe 3BpucTuk [21|
WM MAIIUHHOTO 00yuenust [26], a 3arem u3 Hux HOPMUPYIOTCS CTOIOIBI HA OCHOBE INpa-
BUJI aHaJIN3a BHIPABHUBAHUSA TEKCTa BHYTPH TaOJuIBl. BO BTOPOM Ciydae CTPOKH TEKCTA
KJIacCMpUIMPYIOTCS Ha TaOJNYIHBIE U TPOYHE HA OCHOBE aJFOPUTMOB MAITUHHOTO 00y YeHus,
B Y9ACTHOCTH CKPBITOH MapKOBCKOH Mojen [29)], yeaoBHBIX caydailHbix mosteit [28] u merto-
JIa OMOPHBIX BeKTOpoB [30]. Barem TabiudHble CTPOKYM TPYNIUPYIOTCS B TAOJHUIBI HA OCHOBE
IPABUJI AHAJIN3A BHIDABHUBAHUSI TEKCTa BHYTPH Tabsmipl [27].

Cero/iHss OCHOBHOE HAIIPABJIEHNE PA3BUTHS PACCMATPUBAEMBIX METOJIOB CBSI3aHO C IPHU-
MeHeHHeM rry6okoro ooydenust [32]. AKTHBHO CO3AAIOTCS MCKYCCTBEHHBIE HEHPOHHBIE CETH
(MHC), ciocobupie obnapyKuBath Tabaumsl [33-48| u pacnosnasars ux crpykrypy [49-57].
OHHu peaqusyioT pasiaudHble coppeMeHHble apxuTeKTypsl UHC, B yacTHOCTH 0OHApYIKEeHHE
obbexToB |33, 134, 136, 4347, 55-57|, cemanTnueckyio cermentanuio |35, |39, 40|, aedopmupy-
embre cBeprku |37, |48, [52], “morocThi0” cBeprounbie |34, 37, 39|, rpadossie |41, |42) [51], re-
HepaTuBHO-cocTsi3aTesnbhbie [38], pekyppentHbie [50|, pacimmpennbie ¢cBeprku [53], Encoder-
Decoder [49] u Encoder-Dual-Decoder momenu [54]. HauGosee BocTpeboBanubIMI Cpeu e~
PEUYHCIEHHBIX ABIAI0TCA apxuTekTyphl THC-06HapyKeHnst o6 beKTOB, B TOM 4uc/Ie Faster
R-CNN [58], Mask R-CNN [59|, Cascade Mask R-CNN [60], YOLO [61], RetinaNet [62]
u SSD [63]. Oun pazpaboransr st nesieit onpegeaeHns HaIndus 00beKTa HEKOTOPOro KIac-
ca Ha M300parKeHWM W HAXOXKJCHUSI €r0 IPAHWIl B BHUJE OTPAHUYMBAIOIIEH DAMKHU, KJIOYe-
BBIX TOYEK WU KOHTYpa. IIpu obHapyKeHnn 0ObeKTOB Ha W300parkKeHUsX I U3BJICICHUA
IIPU3HAKOB HCIIOJNb3YIOTCA CBEPTOUHbIE HEHPOHHBIE CETH, B TOM YHC/Ie TAKUX apXUTEKTYD,
kak VGG [64], ResNet [65], DarkNet [61], ResNeXt [66] u EfficientNet [67]. IIx 6a3oBbie
Bepcuu Ipeodyydenbl Ha OOJIbIMX MaccuBax pororpaduiecKux n300parkeHuil, TaKux Kak
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ImageNet [68], MS-COCO [69] u Pascal VOC [70]. Byayun npenHasHadeHHBIME 15T 00-
HAPYKeHWs U KJjaccudukanmu (GoTon300pazKennii 00beKTOB peaJbHOI0 MUPa, N3HAYAILHO
OHH MaJI03(pDEKTHBHBI /10 padOThI ¢ H300paXKEeHUAMHE JTIOKYMeHTOB. [l Toro 4robbl ajaa-
THUPOBATb UX K PacCMaTPUBAEMOil 3a/1ade, MpeIaraeTcsd UCIOAb30BaTh TEXHUKY TpaHcdep-
HOrO 00ydYeHUsl, Ha3biBaeMyI0 TOHKOI HacTpoiikoii [33, 34]. [Ipumepsl amanrannu passind-
HBIX apXUTEKTyD MOXKHO HaiiTu B ciaemytomux padorax: Faster R-CNN [33, 34} 136, 44, |45],
YOLO [43, 46|, Mask R-CNN [46], Cascade Mask R-CNN [47], SSD [46] u RetinaNet [46].

[TomobHbIe apXHTEKTYPbl 00€CIeYnBAIOT BO3MOXKHOCTH TOHKON HACTPOMKH BECOB OTIE/Ib-
HBIX CJI0EB MPEJIOOYUEHHBIX MOoJeIei, He U3MeHss OOJBINYI0 YacTbh uX caoeB. Hampuwmep,
Faster R-CNN mozBosisier 1000y4uTh [Ba MOCJAETHUX IOJHOCBA3HBIX CJI0s1, OJHH H3 KOTO-
PBIX OTBEYAET 33 YTOTHEHWE KOOPIMHAT OTPDAHMYHBAIONIEH paMKH, a JAPYroil — 3a KJiaccu-
dukanuio obbekTa BHYTpH paMmku. Takas ToHKas HAacTpoiiKa MOxKeT ObITh BBINIOJIHEHA Ha
HeOOJIBIINX HAOOpaX JAaHHBIX, BKJIIOYAIONIUX OT COTEH JI0 JeCATKOB THICAY IIPUMEPOB H300-
paKeHHil CTpaHMI, JOKYMEHTOB C STAJOHHON pa3MeTKOH NpeacTaBIeHHBIX B HUX TaOJIHUIL:
UW3/UNLV |71], Marmot [72], ICDAR-2013 |73|, ICDAR-2017 POD |[74], ICDAR-2019 [75],
SciTSR [5] u ap. OGyuenne 1eieBbIX HEFPOCETEBBIX MO/IEEH TaK7Ke MOYKHO BBITIOJHATD C [O-
MOTIBIO 60J1ee KPYIHBIX HAOOPOB JAHHBIX, BKJIIOYAIONIMX OT COTEH TBHICAY JO0 MUJLJIHOHOB
npumepon: TableBank [45], PubLayNet [76], PubTabNet [54] u ap.

Tekytee cocrosinue UCCJIEI0OBAHMIT BCE €I He TO3BOJISIeT CErO/Hs PEAJN30BATH TOTOBbIE
K HUCIIO/Ib30BAHUIO B OOIEM CJIydae PEIeHrs PACIO3HABAHUs TAOUI B HEAHHOTHPOBAHHBIX
PDF-nokymenTax, KauecTBO pe3y/bTaToOB KOTOPHIX He TpeboBaJsI0o Obl PYUHOH KOPPEKTUPOB-
ku. [lonnasg apromarusaius MOXKeT ObITh JOCTUTHYTA TOJBKO B OTJAEJIbHBIX caydadx. Heko-
TOpbIEe U3 MpeJIaraeMbIX pelleHHil IIpeIoCTaBISI0T BO3MOXKHOCTh HACTPONKH CBOUX Iapa-
MEeTPOB /s YAYVUIIeHNd KAadecTBa MOJYIaeMbIX Pe3yIbTATOB MPH PadoTe ¢ KOHKPETHBIMHU
ucrouHnKamu. OmyO0IMKOBAHHBIE IKCIEPUMEHTHI TOKA3bIBAIOT, 9TO WHOTIA OHU MOTYT JaTh
Pe3yJIbTATHI, COTIOCTABUMBIE IO KaIeCcTBY ¢ paboToii omeparopa.

K naumenee npopaboTaHHBIM BOIPOCAM CJIEAYyeT OTHECTH H3YUeHHEe BO3MOXKHOCTHU IIPH-
Menenusi PDF-cnenudunuanoit undopmanuu. CerogHss oCHOBHOE HaIpaBJIeHHE UCCJIEIOBAHUM
CBSA3aHO ¢ pacTpoBbiMu u30bpaxkenusamu. B aeiicrsurenbnoctu PDF-1okymenT moxkno pac-
TePU30BaTh, CBEIAs TaKuM 00pa3oM 3a1a4y K Oosiee obmieit. OHAKO JaHHBIH MPOIECC HEm3-
0e2KHO compoBoXkKIaeTcs norepeit nudopmarnuu. [lo cpasaenuio ¢ pactpom PDF npenocras-
JISeT JIONOJIHATENbHYI0 uHpopManuio (TekcT, mpudThl, JUHEHKH U [p.), KOTOPas MOXKeT
VIYUIIATH Ka9eCTBO PEe3y/IbTaTOB B HEKOTOPBIX CIydadx. B 9acTHOCTH, OHA MOXKET HCIIOJIb-
30BaThCsl Ha rale npegodpaborku st cermentanuu crpanuis PDF-nokymenTa (obnapy-
JKeHUsI 3ar0JIOBKOB, KOJIOHOK H a03alleB TEKCTa), a TakzKe Ha dTale MmocToOpabOTKH JiIs
dunpTpanun KaHINJATHRIX CIydaeB. Takum 06pa3oM, W3ydeHne BO3MOKHOCTH MPUMEHEHNU T
PDF-crnemuduunoit nuudopmannu s paclo3HaBaHus TabJIUIl B HEAHHOTUPOBAHHBIX PDF-
JIOKYMEHTaX SIBJSETCA aKTyaJbHBIM HAIIPaBICHUEM HCCJIEIOBAHUI.

2. Ilpenamaraemsbiii MeTO/T,

JInst BXOMHBIX JTaHHBIX (HeaHHOTHPOBaHHBIX PDF-10KyMeHTOB) MOJIZKHBI BHIIOJHATHCS Cle-
JIVIOIIHE YCIOBUSA: CTPAHKUILA JIOKYMEHTa UMeeT TaK Ha3bIBAeMYI0 MAHXITTEHCKYIO KOMIIOHOB-
Ky, Jiiobas Hemycrad sdeiika TaOJIUIbI HAIOJIHEHA UCKIIOYHTETHHO MAIIMHOYHTAEMBIM TeK-
cTOM, Hajau4une pasrpadKu He o0sg3aTeabHo. MeToa onupaercd Ha HACXOIAIINI TOAX0d: 00-
HapyzKeH#e Tab/IuI] IpeJBapseT pacio3HaBaHne ux crpyKTypbl. OH peajn30BaH PSIOM MeTO-
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JIMK CeTMEHTAINU CTPAHUIBI, OOHAPYKEHU U PACIO3HABAHUS CTPYKTYPbI TabJIUIL, B KaXK 0
u3 Koropbix npuMensiercad PDF-cnenudgnuanas nadopmanus. Paccmorpum ux mojapobuee.

Ceemenmanus cmparuyv, doxymerma. JoCTyIHbIe N3HAYAIHHO HANEYATAHHBIE CHMBO-
Jbl OObeIMHAIOTCS B OMHOKOMIIOHEHTHBIE OJI0KH TekcTa — cjoBa (puc. (1} a, 6), Te, B cBOMO
oYepe/ib, TPYIIUPYIOTCS B MHOTOKOMIIOHEHTHBIE BJI0KH — CTpoku u ab3arsl (puc. (1 6, 2).
[Ipenmaraerca amanTanus U3BECTHOTO METOIA KJIACTEPHU3AIUU CJIOB B HeOPMATHPOBAHHOM
rekcre T-Recs [8] k cnenuduke PDF-nokymentos. OH BKito9aer nBa rana: mepsblii — Ha-
JasibHOe (POPMUPOBAHNE MHOTOKOMIIOHEHTHBIX W MHOTOCTPOYHBIX OJIOKOB; BTOPOil — KOPPEeK-
[[{sT THTIOBBIX ONMMUOOYHBIX CJYYaeB, KOTOPhIEe MOTYT BO3HUKHYTH B PE3Y/JIbTaTe BHITIOJTHEHUSI
HepBOTO dTana. B aganTupoBaHHON BepCHH, Ha II€PBOM dTalle, B KadeCcTBe OrpaHHYEHHl Ha,
BOCCTaHABIMBaeMbIil 010K ucmobsyercs PDF-cnemudunanas nadopMalus: TopsaoK BBIBO-
14 TEeKCTa, 103uLuK nepemertenns nepa u up. (puc. 2| a, 6). ITo cpaBrennio ¢ opurnHaibHbIM
merozom T-Recs |8] Hacrosimas amanranus BKIOYaeT MOHOJTHUTEIHHYIO MTPOBEPKY KAHJIH-
naTHbIX 0J10KOB. [Ipesmnosaraercs, 9To MOJIMHHBIN OJIOK YIO0BJIETBOPSIET PSIY YCIOBHIL:

® IOpPSIOK BBIBOJIA CHMBOJIBHBIX HO3UINN HE TOJKEH Pa3phIBATHCS;

® IIPH UX BBIBOJE MOJKEH HCIOIb30BATHCS MIPUMTOBONR KOMILIEKT OTHOH TapHUTYPBI

(pasMmepsbl 1 HadepTanust MPUGTOB MOIYT OTJIMYATHCS );

Puc. 1. Cunres 6710k0B TekcTa: cuMBOJIbL (a), coBa (6), crpoku (6), ab3amsr (2). ObHapyxkenue
OrPaHUIUBAIOMINX PaMOK Tabuil (J)

Fig. 1. Text block synthesis: characters (a), words (6), lines (8), paragraphs (2). Detection of table
bounding boxes (d)

o
2 = 58 7-12
Fiscal R&D GDP?| [Ratio qf R&D
vear expenditures| 15.1g expenditures to
13-14(bnyen)]  [(bn yen)] GDP

17[1996] ' 4 15.079] 20[506.480] 21-22[a)2.98
0

2

2023— GIIOK TEKCTA be availablelif]
7— MO3ULIUS B MOPSIKE BHIBOJA that exceeds
- - - — chen IMepeMeIeHHS epa nent normally

Pemienrie 06 oObeanHCHNN OTOKOB liable to all those
_— — IOJIOKUTCJIbHOC
_— — OTpULATCJIbHOC

“lincome backgrounds”?| [Similar studies|

M"E *
incentives do not have a|

ed periodfE

Puc. 2. Hagansnoe dpopmuposanue 6,10k08: ucxognbie (a), nenesbie (6). Tumrbt ommbouHBIX CTyaes:
JYIUTHKAIS TOPS/IKA BHIBOIA TeKCTa (6), m3ossanns (2) u Hamoxenue (d) GIOKOB TeKCTa

Fig. 2. Initial formation of blocks: source (a), target (6). Types of error cases: duplication in the
text rendering order (6), isolation (2) and overlapping (d) of text blocks
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® BHYTPHU OI'DAHHYUBAIONIEH PAMKH HET JIMHEEK pa3rpadKu, a TaKKe HET BePTHKAIbHBIX
CJIeJIOB TIEPeMeIleHrs Tepa;

® CHMBOJIbHBIE MMO3HIIMK MOI'YT PACIOIAraThCs B COCEIHUX CTPOKAX, IPH ITOM 3HAUCHHUE
MEKIyCTPOYHOTO MHTEPBAJIA OIEHUBAETCS HPUOJIMAKEHHO IO MIPU(PTOBBIM METPHKAM
HNCXOOAHDBIX CHMBOJIBHBIX HO3I/H_H/IfL

Kpome Toro, B orimune or opurmHajabHOro meroma T-Recs, mpesjmaraevas ajgantarust
pacCduTaHa Ha APyroe mpeacTaBJeHne BXOAHBIX JaHHbIX. HOSTOMy ee IMMpuMeHeHue MoOKeT
OPUBOJMTH K JAPYTHM THIIAM OIIKOOK. BTOpOoil 3Tam MOmoHeH HOBBIMH AJITOPUTMaMHU KOP-
PEKIIUH COOTBETCTBYIONIMX OIMMUOOUHBIX caydaes (puc. 2] 6, d).

[To BoccTanoB/IeHHBIM OJIOKAM TEKCTA CEIMEHTUPYeTCst TpobesibHoe npocTpancTBo. Cpetu
MMOJIYYE€HHBIX CEI'MCHTOB BbI6I/IpaIOTCH IMPpOMEZKYTKH MEXKIY KOJIOHKaMHu TeKCTa. HeKOTOpre
OJI0KM PACTIO3HAIOTCST KaK PA3IeInTeN N, & IMEeHHO 3ar0JI0BKH 0 KJII0YeBbIM cJIoBaM (“TabJin-
na”, “pucyHOK” W Jp.) ¥ KPYIHBbIE af3allbl TEKCTA, Pa3MepPbl KOTOPBIX MPEBBIIIAIOT 33 IaHHbIH
nopor. B pesyabrare o0JacThb HMOMCKa TaOJIMIL MOXKET OBITH CyzKeHa J0 HEKOTOpPOil dJacTu
BHYTpH crpanuibl. OJHa CTPAHUIA MOXKET ObITh Pa3/e/IeHA HA HECKOJIHLKO U30/IMPOBAHHBIX
obsiacreit moucka. M3 obactu moucKa MCKJAI0YAI0TCS OJIHOCUMBOJIbHBIE OJIOKU, COOTBETCTBY-
IOIIe OJJHOTHUITHBIM 3HAKAM MapKHPOBAHHBIX CIHCKOB. (Bosee moapobHO naHHas METOINKA
u3naraercsa B padore [10].)

Obrapyotcerue mabauy, Ha ochose npasus. B 3amanHOll 001acTH MOWCKA OJOKH IPYTIITH-
PYIOTCsL B CTPOKH 110 Ilepecevennio mpoekunii na och Y (puc. [3). Cpexn nux Beibupatorcs
TOJBKO MHOIOKOMIIOHEHTHBIE (T.e. BKJOYamoIme no apa u Oosee 6s0ka). [Ipeamonaraer-
¢, 9TO JTIOOBIE COCEHWE CTPOKH OMHON Tab/WIBI UMEIOT CXOZKEee Pa3MEeIeHrne MPOMEeXKYT-
KOB Ipo0OeIbHOTO MpocTpaHcTBa. Ilpesmaraercs ABYXdTaIIHOE COIOCTAaBIEHHE CTPOK: CIIEpBa
IPYIIHUPYIOTCS COCETHIE MHOTOKOMIIOHEHTHBIE CTPOKH, 3aTeM aHAJOTHIHBIM 00Pa30M — Ca-
MU TpyIbl. Kaxkaas u3 moJydeHHBIX TPYIIN MPUHUMAETCS 33 OHY Ieayio tabiuiy. (Bosee
0pOOHO JaHHAsi MeTOUKa n3Jjaraercs B paborax |9, 11].)

Obnapyorcerue mabauy, HG 0CHOBE MAWUHHO20 0byuenus. Ipyras MeToaInKa COCTOUT B HC-
nosib3oBanun MTHC-obnapykenuns o0beKTOB Ha H300pazkKeHusdX ¢ MOocaeyIoneil (puaIbTparim-
efl KaHTUIATHBIX ciaydaeB. [lepBasg dacTh MoxKeT 6a3MpPOBATHCS HAa HACTPOMKE TOCTYIIHBIX
WHC usBecrnoit apxurektypbl Faster R-CNN (sror mojxos Buepsbie mpejioxken S. Schreiber
u 1p. [34]). Hacrpoiika cBopuTest K 00y4eHHIO IBYX HOJTHOCBA3HBIX CJI0€B (KJIacCubuKamm
0ObEKTOB M DErpecCHi KOOP/MHAT PErHOHOB) Ha HEGOJIBIMHX HAOOPAX MPeIMETHBIX TaHHBIX.
Obyuaromast BRIOOpKa KOMOMHHUPYETCS W3 JOCTYIHBIX KOJIEKIHI W300paykKeHnii JTOKyMeH-
TOB ¢ pa3medenubiMu peruoravu tabaui (UNLV, Marmot, ICDAR-2017 POD u ap.). g
yBeJndeHus: oOydaromeil BRIOOPKHE HpeIaraercs MPUMeHITh ayTMeHTAIUIo MPHMepPOB Ha
ocnoBe addunnbix npeodpazosanuii. (Bosee noxpobuo nponece macrpoiikn gannoit THC
pacemorpen B pabore [12].) Bo Bropoit wactu npeniaraerca npubernyTh K OMHAPHOI KJac-
CI/ICI)I/IK&I_[I/II/I FpaCbOBbIX Hpe,ILCTaB.HeHI/HU/I KaHINJaTHBIX CJIYYa€eB Ha JIO2KHOIIOJIO2KUTEJIbHBIE
1 UCTHHHO-NIOJIOZKUTesIbHBIE. (Bepriutbl Takoro rpada cooTBeTCTBYIOT GJOKAM TEKCTa, ped-

Domestic roundwood production totaled 16.6 million cubic meters in 2004, Baoxu texcra
1 MHOTrOKOMITOHEHTHBIE CTPOKH

use Imported|
Year Total By ‘1 - lp b IIpomexyTku mpoGeTpHOro
Total N\Saw-logsN\Plywood léﬁins Others 923 BN TIpOoCTpaHcTBa

DU NNNNN VLT NN EAO2 NN PV L TNNNNY ELINNNVE NN\ EVINNNN A WY 11 TICPCCCHCHITA MX X-TIPOCKIHI

Puc. 3. Obuapy:xenue Tabuil Ha OCHOBE COTIOCTABJIEHUS CTPOK
Fig. 3. Table detection based on row matching
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pa — mepecedyeHHdM UX Ipoekiuii Ha och X. /[Ba npumepa rpadoB KaHIMJIATHBIX CJIydaeB
MpeICTaBJIEHBI HA PUC. ) Bunapuas kjraccuduranms MoxKeT ObITH PeaJn30BaHa ¢ TTOMOIIHIO
ancambJist JtepeBbeB pemneHuil. [Ipn knaccudukammm ucnoab3yeTcd psiji TPU3HAKOB rpado-
BOTO MIPEJICTABIEHUS KAHINIATHBIX CIyYaeB, TAKAX KaK: KOJIMIECTBO BEPIITUH, KOMIIOHEHTOB
CBSI3HOCTH U pebep, a TaKKe arperainuy THUMA CyMMa, CPeJHee, MAaKCUMyM, MHUHUMYM, Me-
JiaHa, CTAHIAPTHOE OTKJIOHEHNE, HECMEITeHHAsT TUCIEePCHs HAl T- U Y-TIO3UIUSIMA CePeInH
OTPAHMIHBAIOIINX PAMOK OJIOKOB TEKCTA, CTENEHSIMHU BepiinH u Becamu pebep. Ciemyer ot-
MEeTHTh, YTO MpejjiaraeMas MeToIuKa Tpedyer o0ydeHusd ¢ yunTeaeM. Kak u B ciaydae ¢ Ha-
crpoiikoit UHC, kiaccudpukaTop KaHIUIATHBIX CYyYaeB MOKeT ObITh 00yUeH Ha HeOOIbITUX
BbIOOpKax. BoJiee 110pobHO 1potece puibTrpaluu KaH/MJIaTHbIX CJ1y4aeB PACCMOTPEH B pa-
cote [12].

Ceemenmayus mabauyo. Tlpejjaraercs jBe METOANKH Ha OCHOBE IIPABHJI CErMEHTa-
Mg TPOGEJTHHOTO IPOCTPAHCTBA M AHAJIN3 KOMIIOHEHTOB CBSI3HOCTH. B IEPBOM CJiyvae crep-
Ba BOCCTAHAB/IMBAIOTCA JIUHEHKH pasrpadKu TabIHIbl [0 IPOMEKYTKAM MPOGEJBHOrO Mpo-
CTpaHcTBa, 3aTeM hOPMHUPYIOTCS AUeiiKK 110 TlepeceveH sIM oIy YeHHbIX JiuHeeK (puc. ). Bo
BTOPOM CJ1yuae BbIOMPAIOTCs OGJOKU TEKCTa, OJHOCBsI3HbIE 110 IPOEKIUH HA OCh X, KaxKIblil
KOMIIOHEHT CBSI3HOCTH COOTBETCTBYET OJHOMY CTOJIOIY (pHC. @, ). AHAJIOTHYHO BBIOMPAIOTCS
6JIOKI/I7 OJHOCBA3HBIE ITO TPOEKIUHN Ha OCb Y, Ka}K,ZLbH';I KOMIIOHEHT CBA3HOCTU COOTBETCTBY-
er oauoit crpoke (puc. [6] 6). Korma neckoibko sueek nepecekaior oaun GJIOK TEKCTa, OHU
obbeuusiiorcs (puc. [0 6). Boaee noxpoGuo nanmble Meroauku usnaraorcs B paore [14].

IIpozpammmas pearusayus. 310KeHHBIe METOIUKN PACIO3HABAHNSA TAOJIAI PeaTn30Ba-
Hbl B BuJie nporpammuoro obecredenust (TabbyPDF |83]), ucxomustii Ko Koroporo omy6sin-
KOBaH B OTKPBITOM JIOCTYTIE 10 CBOOOAHBIME iuner3usMu (https://github.com/tabbydoc/
tabbypdf, https://github.com/tabbydoc/tabbypdf2). 1o mporpammuoe obecredenne

lor lessthan25 tq

Ermisgons frormmotoiz i
nomallyoperatedn public
roadways

Puc. 4. ®unprpannsg KaHAMIATHBIX CIYYa€B HA OCHOBE KJaccuduKaimm ux rpadOBbIX MpeacTaBie-
HUi: MCTHHHO-TIOJIOKNUTENBHBIH CIydail (a); JT0KHOTOMOKUTETBHBIN cydait (6)

Fig. 4. Filtering candidate cases based on the classification of their graph representations: true
positive case (a); false positive case (6)

Q0%

Yea | To@ Ipand Imrfd [ OrpasuumBaromas pamMka TaO AL
Totall  |Saw-logs)|Phywood]|™ 7 ™ | (Otbers] ] OrpaHHYHBAIOIME PAMKH GIOKOB TEKCTA
3 [138] 14 337]
ﬁ 55 Z@% TTpoMEsKy TKH POOETBHOTO MPOCTPAHCTBA
JACHE o) 2881 ULO8 | Jgmeiiku pasrpadku
z pl pasrpad
2005 85.85/ %3] 44206 (16| 68681

Puc. 5. Obnapy:kenne siieek Ha OCHOBE CErMEHTAIIUU TPOOEJILHOT0 MPOCTPAHCTBA
Fig. 5. Cell detection based on white space segmentation
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2002 11,142 % 07711 43101286 172050
2003 % ] 11214 % 2 288 i 2003 87,101 16,155 11,214 360 14,293 288 171,036
2004/ gmjg 11469 546| (4,24 201| (7324 22004——89,799—16,555 {11,469 —1546—14,249—{291——173,245
2005] &850 | 17176| ML571| 863 26| BI6 %@5 200585857 17,176 111571 14426 31668681
8
= 1 OmHOCBSI3HBIE OJIOKH 10 X-MPOEKLIUSIM
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Puc. 6. O6napyKemue s9eek Ha OCHOBE aHAIN3a KOMIIOHEHTOB CBA3HOCTH: Pa3/eeHne Ha CTOJOIbI
1o Z-npoexImsaM OJI0KOB TeKcTa (a); pas3jenenue HA CTPOKM IO Y-NMPOEKIHUsiM 6JI0KOB Tekcra (6 );
obbeIMHEHNe TIEEK, COMEPKAIINX YACTH OJHOTO BJIOKA TeKCTa (6)

Fig. 6. Cell detection based on connected component analysis: partitioning into columns by z-pro-
jections of text blocks (a); partitioning into rows by y-projections of text blocks (6); merging cells
containing parts of one text block (6)

IIO3BOJIMJIO BBIIIOJHUTL OHEHKY IIPOHU3BOJUTE/ILHOCTH IIpedjlaracMbIX pemeHHﬁ H CpaBHUTDL
ux ¢ aHaJioraMmu.

3. Ouenka MPoOuU3BOANTEILHOCTH W CPABHEHUE C aHAJOTaMU

Vcnonb3yrorest ciejyoniue MeTPHKHE KadecTBa pe3y/IbTaToB Paclo3HaBaHusl Tabinil: Tod-
noctb (P), monnora (R) u F-mepa (F)):

t t P-R
W PR
tp+ fp tp+ fn P+ R

r7ie KOJTUIECTBO 1P — UCTUHHO-TIOJIOKUTETbHBIX, [P — JOKHOMOJIOKUTEIbHBIX U f1n — JIOXK-
HOOTPHUIATEIBHBIX UCXOJIOB, 3HAUYCHUS KOTOPBIX BBIYUCIAIOTCA B PE3YJIbTATE CONOCTABICHASA
pesyabTaToB (HabOpa OJHOTHIIHBIX 00BEKTOB R), HPOU3BECHHBIX TECTUPYEMBIM DEIICHHEM,
C STAJIOHHBIMH JAHHBIMH TECTA IPOU3BOIUTEIHHOCTH (HAGOPOM OJHOTHIHBIX 00bekToB GT).
Nexon cpaBHeHnst HEKOTOPOTO 00beKTa U3 R CUuTaeTCsd UCTHHHO-TIOJIOKATETHHBIM, €CJTH €CTh

a 0
% [ | | DOESiCIGE | |
Y ear] — k Pupa n'portsd Yerl | To@l — ] lsip_a ”w"f’j
7 77l [L,14 2
2 $ 5 E 768 L5710 Z 1

® HcTuHHO-TIONOKUTE bHBIE (tp) OTHOIIEHMS cocencTBa M JIokHOMOMOKHTEbHBIE (fp) OTHOMIEHHS cOCenCcTBA
m JloxxHooTpuiarenbHbie (fi) OTHOMIEHHS cOCeaCTBA

Puc. 7. lloacuer oTHOIEHN cocencTBa MEXKIAY AUEHKAMU B COOTBETCTBUU ¢ MeToankoit M. Gobel
u ap. [77]: sTamonnast (a) u BoccTaHoBIeHHAs (6) TAOJIHIEI

Fig. 7. Calculation of neighborhood relations between cells according to the method M. Gobel et
al. [77]: a reference table (a) and recovered one (6)
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Ta6auia 1. Onenka npoussoguresnbHocTy Ha recre ICDAR-2013
Table 1. Performance evaluation using the ICDAR-2013 test
Obnapy»kenne Tabunig Cermenranuys Tabmi*
Merpa cC 00 00+ ® CIII AKC
Pyoe 0.7605 0.8651 0.9703 0.9180 0.9499
Rioe 0.8172 0.9795 0.9795 0.9121 0.9233
F 0.7878 0.9187 0.9748 0.9150 0.9364

* Ucrmonp3yioTcs 9TATOHHBIE OIPAHUYIABAIONIE PAMKH TAOJIHIL.
OmnenuBatorcs ciaemytormue Bapuanthl: CC — comocrasienne crpok; OO — obHapyxkeHne 06LEKTOB
¢ nomombio THC; OO0O+® — OO c¢ dunbrpanueit kanaugarabix ciay4daes; CIIIT — cermentanus

npobesibroro npocrpancrea; AKC — aHain3 KOMIOHEHTOB CBSI3HOCTH.

T ab6awuma 2. Cpasaenne ¢ anamoramu Ha Tecte [CDAR-2013
Table 2. Comparison with analogues using the ICDAR-2013 test

1
Pemmemie (;Siapym;jie Ta6ﬂ;111 Permere P;ziOSHaB;I;ie Ta6ﬂ;/11u
FineReader* 0.973 0.997 0.985 | FineReader 0.871 0.883  0.877
Kavasidis et al. [40] | 0.981  0.975  0.978 | OmniPage 0.846  0.838  0.842
00+ ®? 0.970 0.979 0.975 | OO+®/AKC? | 0849 0824 0.839
DeepDeSRT |34] 0974 0961 0.968 | Tabula |82] 0.869 0.808  0.837
TableNet [39] 0.970 0.963  0.966 | Tab.TAIS [81] 0.918 0.762  0.832
OmniPage* 0.957 0.964 0.966 | CC/CIIII* 0.834  0.830 0.832
Tran et al. [78| 0.964 0.952  0.958 | Acrobat* 0.816 0.726  0.768
Silva et al. 79| 0.929 0.983  0.955 | Nitro 0.846 0.679  0.753
Hao et al. |80 0.922 0.972  0.946 | Silva et al. 79| 0.687  0.705  0.696
Nitro* 0.940 0.932  0.936 | pdf2table [22] 0.575 0.595  0.585

! Mcenonwayiorest aproMaTrdeckn o0Hapy KeHHbIe OTPAHMYUBAIONTE PAMKH TabIHIL.

2 Ilpenyaraemble pemenns Ha ocHose NHC-o0HApy KeHIA 00BHEKTOB ¢ (PUILTpAIell KAHTHIATHLIX
ciaydaeB (OO+®), conocrasnenns crpok (CC).

* UapycrpuaibHble TPOrPAMMHBIE TPOILYKTHI.

Ta6nwuia 3. CpaBHeHHE ¢ aHAJOTAMHU TI0 KAYECTBEHHBIM XapPaKTEPUCTHKAM
Table 3. Comparison with analogues by quality characteristics

He tpebyerca PDF-crnenuduka
Meton [lonxon @opmar OCR I;Daab;pa bra T T T b 5 T
DeepDeSRT [34] ro P — + — — - — _
GraphTSR* [5| I1/ro up + + + + + -+ +
pdf2table [22] I nup + + + - — — —
Tab.JATS [81] i P . _ _ _ L o
TabbyPDF I/To upP | + + L+ o+ o+ 4
TableNet [39] I1/TO P — + — - _ - _
Tabula [82] I up + + + - + — _
Tran et al. [78] T rPu — — - — T — _

IT — mpaBusa, 'O — rimy6okoe obyuenne; P — pacrposbie n3obpaxkenusi, UP — wHCTpYyKIIMN

peunepunra PDF-mgokymenta. [lognep:kuBaemass PDF-creruduka: T — mamunounTaembrii TEKCT,

IIT — wpudroseie croiicrsa, JI — nuneiiku pasrpadku (B TOM 4Yucie BOCCTAaHABIUBAEMbIE U3 PACTPA),

IIB — mopsanok BeiBoma Tekcra, IIII — mepemerenne mepa.

* Bagupyercsa wa uzsjedernn 6,iokoB Tekcta n3 PDF-mokymenTa, BBITOIHIEMOTO TPOrPAMMHBIM
obecrieuenneM, pa3pabOTaHHBIM Ha OCHOBe Tipearaemoro Meroza (TabbyPDF [83]).
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UIEHTUYIHBIH eMy 00bekT B Habope GT', U JIOKHOIOJIOKAUTEJIBLHBIM — B IPOTHBHOM CJIy9Jae.
Wcxon cpaBHeHNsT HEKOTOPOTO 00beKTa n3 G’ cunTaeTcs JOXKHOOTPHIIATETLHBIM, €CJIN CPEIN
00beKTOB HaOopa R HeT WIeHTHIHOTO eMYy.

O1neHKa TPOU3BOAUTEIHHOCTH PEIIeHUN pACHO3HABAHUA TAOJIUIl, PeATU30BAHHBIX HA OC-
HOBE IIPEJIArAeMOI0 METOJa, BBIIOJHEHa ¢ HOMOIIbI0 m3BecTHOl Merogukum M. Gobel
u ap. [77] (puc. . Boraucasiiorest cpeqane 3uadeHust TOUHOCTH (Pyye) 1 mOaHOTHL (Rgoc)
Cpean JOKYMEHTOB:

P +---+P, Ri+---+R,
pdoc:%’ Rdoc:%)

riae P, — To4HOCTh, a R; — 10JIHOTa, H3MepeHHas Ha i-M J0KyMeHTe. ONEeHUBAETCsT KA9eCTBO
OOHAPYZKEeHWs] U CerMEHTAINH /PACTIO3HABAHUS TAOJUIL. B TepBOM CJIydae COMOCTABISIIOTCS
nevdaraeMbie CUMBOJIbI BHYTPHU NPEACKA3aHHbIX U 9TAJIOHHBIX OI'PDaHUYHUBaAIOIIUX PAMOK Ta6—
JIUT, & BO BTOPOM — OTHOIIEHHS COCECTBA TEKCTOBOTO COMEPKUMOTO OOHAPY KEHHBIX AYECCK.

PesyJibTaThl ONEHKH [Ipe//IaraeMbIX pelleHuii pacio3HaBaHus TaOJIUIL Oy YEHbI HA TECTe
ICDAR-2013 [73] (rabur. [1). O6uapyzkenue tabuy ¢ nomompio NHC paer mydmme pesyis-
TaTHI 110 CPABHEHUIO C METOJMKOIl Ha OCHOBE CONMOCTaBJIeHUs CTPoK. ONHAKO IIPU BBICOKOI
nosiHoTe (0K0J10 98 %) TouHOCTH OCTaeTcs HU3KON (Menee 87 %) m3-3a GOJIBIIOTO KOJIHYIECT-
Ba JIOXKHOMOJOKUTETbHBIX Tpeackazanuit THC. Ouibrpanusa KaHIHIATHBIX CIy9YaeB M03-
BOJIMJIA, 3HAYUTEIHBHO MOAHATH TOYHOCTH (10 97 %). Meronankn cermenTanuu mpoGearHOrO
IIPOCTPAHCTBA U aHAJU3a KOMIIOHEHTOB CBSI3HOCTH JAlOT OJU3KOe KayecTBO OOHAPYIKEHH
sTI€eeK.

KaquTBeHHoe CpaBHEHHE C aHaJIOI'aMU IIPDUBOJIUTCA B Ta6ﬂ. n . OHO OXBaTbIBa€T TOJIb-
KO 9aCTb KOHKYPEHTHBIX MeTOA0B, KOTOPbI€ B IEJIOM OdalOT O6H_[yIO KapTuHy OTJINYUI mnpea-
JIaraeMoro MeTO/la OT AHAJOTOB 10 KadeCTBEHHBIM xapakTtepuctukam. PDF-cnemuduanas
nHdOpMAaIKs, TaKad KaK HOPAI0K BBIBOJA TEKCTA, MO3UIUU II€PEMENIeHUs epa U Ip., HC-
0JIB3YETCd TOJBKO PEIIeHUIMHE, PEATN30BAHHBIMA HA OCHOBE IIPEJJIaraeMoro B JaHHOU pa-
6ore MeToja, a Tak:ke croporHnM ananorom GraphTSR [5]. Ograko cam 9TOT aHAIOT B CBOIO
odepeib Oaszupyercss HA u3BJIedeHHH OJI0KOB TekcTta m3 PDF-nokymenTa, BBITIOJIHSIEMOIO
NPOrPAMMHBIM ~ O00eCHedeHrneM, pa3pabOTAaHHBIM —Ha  OCHOBE IIPEJIATAEMOTO  MEeTOJA
(TabbyPDF [83]). OcTasbuble aHAIOIH HPUMEHSIOT UCKJIIOYUTEIBHO OTACIbHbIE 0COOEHHOC-
i PDF-10KyMeHTOB (TeKCT U JIMHEHKY) WM BOBCE He MPUMEHSIIOT, mpuberas K UX pacTepu-
3aIun.

3akJroueHne

Buepsbie uzydennr Boupocsl npuMennmoctd PDF-cinenududnbix ¢BoiicTB (mopsijKa BbIBOIA
TeKCTa, MO3UIUI MepeMereHns: mepa W 1p.) K KOMIUIEKCHON 3aJade Daclo3HaBaHus Tab-
siat, B HeannotupoBanubix PDF-mokymenrax. HackoabKo U3BECTHO aBTOpY, HUKTO JI0 CHX
Op He Mpejaraj UCIOoIb30BaTh HMEHHO TaKhe CBOHCTBa B O3Ha4YeHHOM Kiiode. [lokazano,
YTO OHU MOTYT OBITH MOJIE3HBI HA BCEX TAMAX IPOIecca PACTO3HABAHHA TaOJIUI, a WMeH-
HO TIPU CETMEHTAINY CTPAHUIL JOKYMEHTOB, OOHAPYKEHUH OTPDAHMYMBAIONIAX PAMOK TaOIUI]
U PaCIoO3HaBAHUU CTPYKTYPbl ux gdeek. Borneuenune PDF-cieruduvnbrx ¢cBoiicTB 103BOJIIIO
QJIANTHPOBATDH K MOCTABICHHON 3a/1a9€ HEKOTOPbIE M3BECTHBIE MTOIXO/Ibl 1 METO/IbI, N3HAYAIb-
HO OpHEHTHPOBAHHBIE HA PACTPOBBIE W300parKeHUs U HePOPMATHPOBAHHBIN TEKCT, BKIIOYAs
KJIACTePU3aINIo CJI0B, OOHApYIKeHre CTPOK rows first, cermeHTaNNIO MPOOETHHOTO TPOCTPAH-
CTBa W aHAJTU3 KOMIOHEHTOB CBSI3HOCTU. B COBOKYITHOCTH OHHM 00ECIIeINBAIOT PACIIOZHABAHTE
Tabsui B HeannotupoBanubix PDF-nokymenrax.
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[IpeacraBieHHbIe PE3YIBTATHI ONEHKH TPOU3BOIUTETBHOCTH MTOKA3BIBAIOT 3(h(DEKTUBHOCTH
periennii, peajn30BaHHBIX HA OCHOBE MPeIaraeMoro Meroja. KoJmdaecTBeHHOe CPpaBHEHNE
C aHAJIOTaMH CBHJETEJILCTBYEeT 00 UX COOTBETCTBUU COBPEMEHHOMY YPOBHIO TEXHOJIOTHYEC-
KOI'0 Pa3BUTHA B paccMarpuBaeMoit obactu. B To ke BpeMs KadueCcTBEHHOE CpaBHEHHE BbI-
SABJIET CJIe/YIONIME ITPEUMYIIECTBa lepe anajoramu. Peajinzanus 1npejjiaraeMoro MeToja
pacro3naBanus TabUI He TpedyeT IpeIBapuTeTbHON HACTPONKHN MapaMeTpoB W 00y IeHUsI
¢ yuuremeM. OIHAKO TPU HAJUYIUN TOTOBBIX HEHPOCETEBBIX MOJesell OHW MOTYT 3aMEHUTH
AJITOPUTMBI OOHApYrKeHus TabJIMIL HA OCHOBe IpaBuj. [Ipum 9TOM KadecTBO OKOHYATETHHBIX
Pe3YJIbTATOB MOXKET OBITH YJIVUIIEHO 33 CUYeT MpUMeHeHHd (PUILTPAIMN KAaHIUIATHBIX CJIy-
YAEB.

JlasipHedimmas uccjienoBaTebckas paboTa MOYKeT MPOBOAUTHCA B HAIPABIEHHH PA3BH-
g UHC-momeneit, basupytomnuxcsa Ha mpumenernn PDF-cnenuduansix coitcts. Moennb
GraphTSR [5], peasusoBannas ucciegoBaressMu w3 [IeKHHCKOTO TEXHOJIOTHYECKOTO HHCTH-
TYTa, MOYKET IIOCIYKUTb TeM, KTO BO3bBMETCS 3a 9TY PaboTy, U HEKOTOPHIM IIPUMEPOM LI
BJIOXHOBEHHUSI.
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Abstract

Nowadays, PDF is one of the most popular formats for distributing print-oriented documents
in the electronic environment. PDF documents are often untagged, i.e. pages are represented only
by low-level instructions for rendering text and graphics and are not accompanied by annotations
of their structural components (headings, paragraphs, tables, etc.). Automatic recovering for such
annotations can ensure the accessibility of structural components. The latter is possible as a result of
solving a number of tasks, one of which is recognizing tables in untagged PDF documents: detecting
the boundaries of their rows, columns, and cells. This paper proposes a method for recognizing
tables in untagged PDF documents. Unlike existing analogues, it is originally proposed to solve the
stated task based on the use of PDF-specific features such as text output order, pen movement
positions, etc. This proposal allowed adapting some known approaches and methods to the declared
task, initially oriented towards raster images and unformatted text, including “word clustering”,
“rows first” detection, whitespace segmentation, and connected component analysis. The presented
performance evaluation results demonstrate the effectiveness of solutions implementing this method.
The presented results of the performance evaluation demonstrate the efficiency of the solutions
implemented based on the proposed method. Quantitative comparison with analogues indicates
their compliance with the current level of technology development in the area under consideration.
At the same time, qualitative comparison reveals the following advantages over analogues. The
implementation of the proposed table recognition method does not require preliminary parameter
adjustment and supervised learning. However, if ready-to-use neural network models are available,
they can replace rule-based table detection algorithms. At the same time, the quality of the final
results can be improved by applying filtering of candidate cases.

Keywords: table recognition, table extraction, unstructured data, document tables, document
page layout analysis.
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